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Motivation

A FPGA applicationare gettingmore complicated

T More transistors
I More engines
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I Multiple memory controllers
I Multiple programs
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Customizing FPGA Platform

A How to connect computational engines to bodevel
memories in order to maximize program performafice

Host Processor

I On-chipcaching

I |Networktopology: latencybandwidth

High design complexity!
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Customizing FPGA Platform

A How to connect computational engines to bodevel
memories in order to maximize program performance?
i High design complexitP I OKAY 3T Yy S g2 NJ

A Applications have different memory behavior
Sensitive to latency!

Engine A Engine B Engine C EngineD
l‘:l’ '

>

Controller Controller

:; \
Board-Level Memory Board-Level Memory

Need automation!
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Automatic Construction of
Program -Optimized Memories

A A clearlydefined, generic memorybstraction

I Separatghe userprogram fromthe memory system
Implementation

A Programintrospection
i WRSNBE UG YR imEnSoryhaheRia NI Y Qa
A A resourceaware, feedbackdriven memory compiler
I Use intros,pectio[l r,esulgs as feedback to a}utomaticglly
O2yauNX¥zOU UKS ao0Saue YSY2ZN
program andolatform



LEAP Memory Abstraction

LEAP memorplock

[User Engin% A Simplememory interface
| $ A Arbitrary datasize
Nterface = mm e == w

A Private address space
LEAP Aa! yEAYAGSRE| ad2
Memory A Automatic caching

interface MEM _IFC#(type ADDR typet DATA
method voidreadRedt  ADDRaddr);
method voidwrite (t_ ADDRaddr, t DATAdIN);

methodt DATAreadRes();
endinterface
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Baseline LEAP Private Memory

FPGA I processor
User . . . R

Client Client Client | | Application
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Baseline LEAP Private Memory

Client Client Client i Simplicity
Interface = e == ,il, - 'i' ——— 'I' ==== |3 Cache capacity scales with the
Private Private Private inCI’eaSing number Of DRAMS
Memory Client = Memory Client -/ Memory Client
= [ Private Cache ] [ Private Cache ] [ Private Cache ] — : —
\) _____ Difficulty: Performance is limited
Req = ) Private Memory;ontroller ,R L|m|ted bandw|dth
‘ Central Cache Controller ’;\x Long |atency for Iarge rlngs

Local Memory | | Local Memory
(DRAM) (DRAM)

Can we do better?

Host Memory
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Customizing LEAP Memory Network

A Distributed memory controllers

Client Client Client Client
Interface ----% ------- } ------ { ------- % -
Private Private Private Private

Memory Client || Memory Client || Memory Client || Memory Client

Traffic:
Latency Sensi

Private Memory Controller [« Private Memory Controller

A
¥ ¥
Central Cache Central Cache
Controller Controller
Local Memory Local Memory
FPGA (DRAM Bank) (DRAM Bank)

Host Host Memory
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Motivating Example #1

A Filtering algorithm for Kmeansclustering
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Motivating Example #1

A Filtering algorithm for Kmeans clustering (HLS kernel)

I 3 different data structures

I 8 parallel partitions,

24 LEAP memory clients in tota

Three data structures:

(1) Tree nodedow locality)
|(2) Center sets (high locality)
(3) Stack (very high locality

Centre sets Stack (linked list)
(type CS) (type ST)
[:]4 cld|n|u h_t__hﬁ_
b T
o pEnnn)
a .
\{ cld|{n|u K&‘d
d
ST *s N B

() (deleted)
MEHH -\ alb
"..- ....‘z/ -\-\'—\_\__\_\-\-\--\-\--\_\--\-\- ".\.\ b
() (deleted) “H@

Tree Centipid information
(type TR) (type CI)

Cl "z
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Motivating Example #1

A Filtering algorithm for Kmeans clustering
I Program introspectiomumberof network messages

4000

vioY
3500 mory beha

: e
icm
3000 metr
. Asym
¢ 2500
(1]
@ 2000
g B Read Miss
= 1500 |
1000 B Write-back
500 |
0 A = _m - - _m =

1 2 3 45 6 7 8 9 10\11 12 1314 15 16 17 18 19 20 21 22 23 24
Mexqory CHent ID

Three types of memory clients:

(1) Lots of read misses, few wrisacks (tree nodes)

(2) More write-backs than read misses (center sets)

(3) No messages at all (stacks) 5



Motivating Example #2

A FPGAvirtualization: mapping multiple programs on FPGA

Program 1 Program 2
Client Client Client Client
Interface I I . % -------- } ------ { ------- % ------
Private

Memory Client

Private Private Private
Memory Client || Memory Client || Memory Client

I Differentprogramsare likelyto havedifferent behavior
I May need some qualitgf-service QoS control

19



Communication Abstraction

A Service connection

I A new communication abstraction for centralized services
A Enabling compilers to freely pick interconnéapology

Module A Module B Module C
nkServi ced i ent (AMEMD) ; nkSer vi ced i ent (AMEMD) ; nkSer vi ceC i ent (AMVEMD) ;
Service dient Service ient Service Aient

Name: éa 9a &€, Name: éa 9a €, Name: éa 9a &,

-
‘s
e
-
-
‘s
Se

Arbiter

°
-
o
o
o
o
.
o
Pid
P

Compiler-Generated AN ArbiM

(]
'y

Service Server — Request

Name: da 9a € ---» Response
Service Gontroller
nkSer vi ceSer ver (AMEMD) ;




Compiler -Generated
Network Topologies

Single Ring Low complexitylonglatency

dient —> Request

----» Response
' O Qient

Ring Node O Controller

Hierarchical Ring Tree

Ring
Gonnector

Shorter latency, larger area Highest complexity, shortest latency
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Network Profiler

A Goal:to emulatedifferent networks ina singlecompilation

I Network partitioning, latency and bandwidth are all
dynamically configurable

Private Private Private Private
Memory Memory Memory Memory
Gnstrumentallorﬂﬂnstrumental|orD\Gnstrumentahorﬂ_@nstrumentatlorﬂ

g * Latency AFOs
':”;’ ':'b’ ':'b’ Als
Gnterleaver

Qnterleaver)
v\ ’J

Interleaver

(Interleaver)

-------
.....

-~

.

e -
-----
Lo .=

Compiler-Generated =

Wﬁbuter / Tree Router
— Request
i N » Response

[Private Memory Controller}—{ Private Memory Oontroller]




Tree -Based Network

A Constructatree network that maximizes performance
I ldeal case:

Timing Pressure

I More children per node, larger timing pressure on routers
I Fix K = max(#children per node) given a target frequency
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Tree -Based Network

A Construct a Kary tree that maximizes performance

I Given L: number of leaves (clients)
K: max number of children paode

I Case 1: clients with homogeneous behavior

A Solution:build a balanced tree with the minimum
number internal nodes

AExample: L=6, K=3

Depth = 2 (O LeafNode

Depth=1

Depth = 0 MinimizingB f SR § LJ0 K



Tree -Based Network

A Construct a Kary tree that maximizes performance
I Case 2: clientsvith heterogeneousbehavior
ASome clients are more sensitive to latency
APlace latencysensitive clients closer to root
AA balanced tree may not be optimal
AExampleL=6, K=3

Depth d=2

Depth d=1

1d 1d 0.5d 0.5d 0.2d

Total: 8.4

2d

Solution A

0.5d0.2d Better!

1d 0.5d

Total: 8.1

Solution B

d=3

d=2

d=1
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Automatic Construction of
Program -Optimized Memories

A A clearlydefined, generic memorgabstraction

I Separataghe userprogram fromthe memory system
Implementation

A Programintrospection
i WRSNBE UG YR imEnSoryhaheRia NI Y Qa
A A resourceaware, feedbackdriven memory compiler
I Use intros,pectio[\ r,esulgs asAfeedbaclf to qutomaticglly
O2yauNHzOu uUKS aoSaue YSY2Z2N
program andplatform
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Program Introspection with
Network Profiler

A Network profiler measures latency sensitivity per
memory client

Private Private Private Private
Memory Memory Memory Memory

~

ntation| | Instrumentation] [ Instrumentation | | Instrumentatio

—~ ] g N h Latency AFOs
A A Ak
Interleaver rlnterleaver‘ Interleaver

R ""j::%’::.— _____ : _
Tree Router Tree Router

A

— Request
5 5 ----> Response

[Private Memory OontrollerH Private Memory Controllerj
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Program Introspection with
Network Profiler

A Network profiler measures latency sensitivity per
memory client
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Program Introspection with
Network Profiler

A Instrumentation logic monitors total number of requests,
NBIljdzSad N} adSasz 1ljdzSdzSAy3 R

( . ) ( . ) ( . ) ( . )
Private Private Private Private
Memory Memory Memory Memory
< GnStfUmentaIion]ﬂnstrumentaIion Instrumentation Instrumentafi;gﬂ;'
/
FOs

LI -

(I nterleaver
A )

L

LI nterleaver)
R4

_________________
_______

-~

Compiler-Generated <

Tree Router
— Request
E N » Response

[ Private Memory Controller H Private Memory Controller]
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Construction of Optimized
Cache Networks

A Profiling compilation
iaSladzaNBE Of ASyiaQ fladSyoe
A Main compilation: threestage network construction
i Network partitioning:0 Ct D! Qmc 0
to balance the total traffic among controller networks

I Topologyselection with client placement to minimize
the network latencyimpact on progranperformance

H-J.Yangtalz &[ a/ Y ! dzi 2AWBréPkogramO@ftiin2edzMaErory I NI A Gidk FPGA, 906 £0



Optimized Tree Construction

A Construct a Kary tree minimizing the total tree weights
I Given0: # leaves,b : max # childrenQO: max tree depth,
U :weight of leafe at depth'Q

I Variables_ ~ {rip}: whether leaf¢ is atdepth’'Q
w N | :#leaves at depti®
w N | :#internal nodesat depth'Q

I Integerlinear programming (LP)Problem
s.t.B

iﬁhET _ 0 ©w B H'Q
W o LI HQ

31



Construction of Optimized
Cache Networks

A Profilingcompilation
A Main compilation: threestage network construction

I Bandwidth allocation:(for multi-program applications)
to control the fairness among multipl@ograms

Allocated
Bandwidth: 5 3 1 2 2

Tree Router
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Evaluation Baseline
[ cient || client || client |

A A

A Filtering algorithm on VC709 P e |
.I. Va ry i n gL!) Req Private Memory Controller

‘ Central Cache Controller ‘

Local Memory | | Local Memory
(DRAM) (DRAM)
Host Memory

Q Ideal Network
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